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INTRODUCTION

DEFINITION (MULTIPLICATION OF MATRIX)

If Ais an m x n matrix and B is an n X p matrix,

11 aiz - G1p bi1 aip - A1p

a1 Qg2 - A2p b1 azy - a2p
A= o |, B=

Am1 Am2 - (mn bp1 anz - Anp

the matrix product C' = AB is defined to be the m X p matrix

C11 Ci2 - Cip

€21 C22 -+ C2p
C =

Cm1 Cm2 =~ Cmp

such that ¢;; = a;1b1j + ajabaj + -+ - ainbnj = > p_; aikbij,
fori=1,2,--- ,mand j=1,2,--- ,p.




DEFINITION (SYSTEMS OF LINEAR EQUATIONS)

Suppose F' is a field. We consider the problem of finding n scalars
(elements of F') x1, xa, ..., ,, which satisfy the condition

Anzr + Apzo + -+ A, = By

Ag1x1 + Agoxo + - - + Aoy = Bo
(1)

Amlml + Am2$2 + -+ Amnxn = Bm

where By, ..., By, and 4;;, 1<i<m, 1<j <n, are given elements
of F. We call (1) a system of m linear equation in n unknowns.




How TO WRITE SYSTEMS OF LINEAR EQUATION TO

MATRIX FORM
Suppose that

Anzr + Ao + -+ -+ Ay =B
Ao1z1 + Agoxo + -+ + Ay = By
. . . (2)
Amlml + Am2$2 + -+ Amnxn = Bm
is the system of m linear equation in n unknowns.
Let
A A - A Ty By
Ay Ay - Aoy T2 By
= . . ] , X= and B = .
Ani Ame - Amn Tn B,
Note:

@ Make sure that all of the equations are written in a similar manner,
meaning the variables need to all be in the same order.

@ Make sure that one side of the equation is only variables and their
coefficients, and the other side is just constants. 5



Using matrix multiplication, we may define a system of equations with the
same number of equations as variables as:

AX = B.

To solve a system of linear equations using an inverse matrix,
We have
AX = B, multiple by inverse of matrix A
A7TAX = A71B, multiple between A™*A = I, I is unity matrix
IX =A"!'B, multiple between I X = X
X=A"'B
Therefore, to find answer X, we have to find the inverse of matrix A i.e.,

the systems of linear equation has answer when the matrix A have inverse
of it.



Let AX = B be a system of linear equation, where A is the coefficient
matrix. If A is invertible then the system has a unique solution, given by

X =A"'B.

Proof: We have
AX=B=—X=A"'B

If AX = B has two sets of solution X; and X5, we get
AXi =B and AX, =B then AX;=AX,
By cancellation law, A is being invertible, then
X;=Xo

Therefore, the system of linear equation AX = B has a unique solution.



How TO FIND THE INVERSE OF MATRIX?

DEFINITION (ELEMENTARY ROW OPERATION)

Three types of elementary row operations can be performed on matrices:

@ Interchanging two rows:
R; «—— R, interchanges rows 7 and j.
© Multiplying a row by a nonzero scalar:
R; — tR; multiplies row ¢ by the nonzero scalar ¢.

@ Adding a multiple of one row to another row:
R; — R; 4+ tR; adds t times row 4 to row j.

DEFINITION (ROW EQUIVALENT)

Matrix A is row-equivalent to matrix B if B is obtained from A by a
sequence of elementary row operations. We denoted

A=E,E,_1..ExE\B,

where F1, Fs, ..., B, are elementary matrices.




An elementary matrix is nonsingular and its inverse is an elementary
matrix of the same type.

An n x n matrix A is nonsingular if and only if A is a product of
elementary matrices.

COROLLARY

An n x n matrix A is nonsingular if and only if A is row equivalent to I.

-



Let A be an n X n matrix and suppose that A is row equivalent to I.
Then A is nonsingular, and A~' can be found by performing the same
sequence of elementary row operations on I as were used to convert A to
1.

Proof: Suppose that A is row equivalent to I then
I=E,FE, 1..FyE A
where F1, Fs, ..., ), are elementary matrices. Then

I,A'=E,E,_1..FaE;AA™!
A Y=E,E,_1..E2E,

We now have an effective algorithm for computing A~!. We use elemen-
tary row operations to transform A to I,; the product of the elementary
matrices E,F,,_1...E2F; gives A™!. The algorithm can be efficiently or-
ganized as follows. Form the n x n matrix [A|I,,] and perform elementary
row operations to transform this matrix to [I,|A™']. Every elementary
row operation that is performed on a row of A is also performed on the
corresponding row of [,,.



Find an inverse of matrix A = |1 -1

Answer: Find

Observe,

an inverse of matrix A =

3 1 6[1 00
1 -1 4|0 10
'3 2 —2]0 0 1
(1 -1 010
3 1 6[1 00
'3 2 2|0 0 1
[1 -1 4]0 1 0
3 16[10 0
0 -1 8|1 0 -1

)

)

Ry <~ Ro

R3—>R2—R3



1 -1 4/0 1 0
0 4 —-61]1 -3 0 s R2H73R1+R2
|0 -1 8|1 0 -1 |
(1 -1 4]0 1 0]
0 4 —-6|1 -3 0 3 R34>R2+4R3
|0 0 26|5 -3 —4 |
r 5 1 1
Lo 3513 1 1 1
0 4 -6 1 -3 0|, R3— —R3, R - R+ -Rs
00 1]5 -3 —2 26 4
L 26 26 13
r 3 7 5
R I B B 5 1
0 1 -3 1 —Z 0 5 R1—>R1—*R3,R2—>*R2
00 1| & -3 _z2 2 4
L 26 26 13
(1 00|-3% L &
3
0 1 0 % —% -= |, Ry — Ry + SRy
3 2
L0 0 1] 55 -3 —13
_3 7 5
3 1% 13
Therefore, A~ = i —2 3
¥oo_¥ Y
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Solve the system of linear equations

2rx1 +3x2 +3x3 =5
$1—2$2+.’E3 =—4

3rx1 —x9 — 223 =3

21’1 +3(L’2 +3(E3 =5

Answer: Solve the system of linear equations < x1 — 2x5 + 23 =—4
3371 — X2 — 2l‘3 =3
Let
2 3 3 1 5
A=|1 -2 1|, X=|z| andB= |—4
3 -1 =2 T3 3
Then

AX=B=X=A"'B



Now,

R2 —>R2—2R1, Rg —>R3—3R1
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10 1]+ L L]
01 0 % —% 27%) , Ri— Ry +2R,
L0 0 1] % —u5 |
(1 0 032 & =3
01 0 % —g $ , Ry — R —Rs
L0 0 1|5 % —15 |
Thus s i L s 1
A7l = P % 81 1 _18 1
I T 81, & 1
8 40 40 5 5
Then f 5 . 5
x=1h —u 1 —4
_8 5 57
15 5L
I _—18
1
T2 :§ 16
I3 _—8
Therefore, 0
r1 = ——, I2 :2, T3 = —1.
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